
Managed by Triad National Security, LLC, for the U.S. Department of Energy’s NNSA.Managed by Triad National Security, LLC, for the U.S. Department of Energy’s NNSA.

Radiation Hydrodynamics at Scale with FleCSI
CO-DESIGN SUMMER SCHOOL 2024, CCS-7

Scalable & Portable
Radiation Hydrodynamics code

1 University of Stuttgart
2 University of Texas at Austin

3 University of Tennessee, Knoxville
4 Florida State University

5 California Institute of Technology
6 Michigan State University

Abstract
STRO NG SCALING

G PU & PO RTABILITY
• The hydrodynamic functionalities have been ported to GPU using 

FleCSI kernel task, using MPI+Kokkos backend. 

• This shows significant on-node performance improvement across all 

mesh sizes. However, smaller GPU memory limits the maximum 

mesh size we can experiment per-node.

• For a mesh size of 2563, the runtime on Darwin, using a V100 GPU 

was 9x faster, using a A100 GPU was 25x faster compared to other 

FleCSI backends.

✓ Hydrodynamic And Radiative Diffusion (HARD) code is 

the first publicly available code coupling radiation and 

hydrodynamics that is highly scalable and portable to 

heterogenous HPC architectures.

✓ Radiation hydrodynamics plays a crucial role in high energy 

density physics (e.g. inertial confinement fusion, core 

collapse supernova, neutron transport).

✓ FleCSI adds support for multiple backends and makes it 

easy to target different architectures. It also facilitates the 

addition of new complex physics.
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Physics

FLUX-LIMITED DIFFUSION

• Employs “bridge law” to emulate optically thin regime 

beyond the diffusion limit

• Computationally efficient proxy of realistic microphysics

- Radiation energy flux :

- Radiation pressure tensor :

PARALLELIZATION & ACCELERATION

Implementation

S H A D O W T E S T
• Formation of shadow behind optically thick cylinder

R A D I A T I O N PR E S S U R E - D R IV E N  
E X P A N S IO N

NUMERICAL ALGORITHMS

Advective parts

Radiation force & 

photon-tiring

Heating/cooling effects 

via implicit solve

‘flux limiter’ for causal constraint

RADIATION HYDRO DYNAMICS

• Co-moving frame formulation

radiation force

heating/cooling

photon-tiring

M UL T I G R I D  S O L V E R

• To beat down different frequency 

residuals.

Photon Diffusion Summary and Future Work
• HARD code accurately captures matter-radiation coupling.

• HARD achieved near linear scalability up to 16 nodes and for multiple backends.

• Incorporate more complex schemes for matter-radiation coupling.

• GPU support for radiation-coupled hydrodynamics and multi-GPU setting.
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Initial mass density distribution (left) and at t = 4 𝜇𝑠 (right)

𝝆 : mass density / 𝒗 : fluid velocity / e : fluid energy density

E : radiation energy density / F : radiation energy flux / P : radiation pressure tensor

R A D I A T I V E
R A Y LE IG H - T A Y L O R  I NS T A B I LI T Y

V-cycle 

R e d- B lac k  

G au ss - S e id e l  

S moo the r

• For better 

performance 

on parallel 

architecture. 

On-Node Size Scaling: GPU runtime (in purple) compared to several CPU backends. 
(A100 results where obtained on Chicoma)

• Radiation energy density was set to be decreasing 

toward the edge of each shapes
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Strong scaling runtimes on up to 16 

nodes on the Darwin cluster for a 1D 

Rankine-Hugoniot problem using 227 

cells. Each node contains a dual-

socket Intel Xeon E5-2695 

configuration with a total of 36 

physical cores. 

Strong scaling speedup on up to 256 

nodes on the Chicoma 

supercomputer for a 3D Rankine-

Hugoniot problem using 10243 cells. 

Each node contains a dual-socket 

AMD EPYC 7H12 configuration with a 

total of 128 physical cores.

Specializations for FleCSI 

topologies

Topologies with support for 

different backends
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